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Fig. 1. Flow chart of age-group classification system.
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Fig. 2. Sample images of FG-NET and MORPH databases.
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Table 1. The number of images used in the experiment.

Experiment
Database Cco C1 C2 C3 C4 C5 Cé6 Total
Train 87 96 97 98 103 | 65 45 591
Female
Test 28 29 32 36 34 14 13 186
Male Train 144 | 114 | 111 | 104| 111 | 97 49 730
Test 39 32 33 33 34 20 14 205




Table 2. Confusion matrix of 7-class female age-group classification result.

Female 0-9 10-19 20-29 30-39 40-49 50-59 60up
C0 C1 C2 C3 C4 C5 C6
C0 21 7 0 0 0 0 0
C1 5 23 1 0 0 0 0
C2 0 2 21 4 4 1 0
C3 0 0 1 35 0 0 0
C4 0 0 1 1 32 0 0
C5 0 0 0 2 3 9 0
C6 0 0 0 0 0 0 13

Table 3. Confusion matrix of 7-class male age-group classification result.

Male 0-9 10-19 20-29 30-39 40-49 50-59 60up

hMlO|O|O[>

25

Rl |O|O|O|O1

ol |lWIN|F|O
o|lo|o|Oo|O|H>

cé ,

w
%104
5 C3

‘
()

o C2
<

T

Actual age-group
L Estimated age-group

co ! 1 1 1 1 1 T T
20 40 60 80 100 120 140 160 180

C6 r
c5
w

S Ccat-
5 C3F
Scaf-

it o i .

co } |
20 40 60 80 100 120 140 160 180 200

Test sample count

Actual age-group
- Estimated age-group

e e e - ..

Fig. 3. Seven age-groups test samples classification results.
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Fig. 4. A screen shot after clicking “Take picture” button. The result is 20-29 group shown on the user

interface. A sequence of five continuous frames is listed in a row.
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Tittle of Project

Age Estimation Using Appearance Images for Human-Robot Interaction

Abstract

There are many modern applications require the function of age estimation such as
security control and surveillance monitoring, health care system and so on. In this
study, we propose a method to classify human age using appearance images and apply
it to the human-robot interactions. We first confirm that facial features based on
craniology are not discriminative under the condition of seven age-groups
classification. Next, our system is designed to have two stages. One is image
preprocess stage; faces are detected and preprocessed. Our image database is from
FG-NET and MORPH databases so that we have high degree of complexity in
training dataset. Then images are trained by support vector machines (SVM). To have
higher recognition rate, we train RBF (radial basis function) and linear kernel models
at the same time, and decide the final results by F-measure based weighting policy.
We also compare the age-group classification results with subjective questionnaires,
and it demonstrates that the proposed system has better performance than human’s
subjective estimation. For the purpose of human-machine interaction, we design a
simple user interface to perform online age-group classification. The system can be
applied on any computer or robot as long as it has a camera sensor.

Problem Statement and Motivation

Since computer technology and information science change with each passing day,
intelligent robots become more important in a variety of fields, such as industrial
automation, military defense, security guard, in-home nurse, education and
entertainment and so on. For this human-centered society, the interaction between
human and robot is regarded as a significant part of the technological environment.
Therefore, many scientists and researchers dedicated their time to develop all kinds of
human information estimation systems so as to implement on computers and robots.
Through the detection of static and dynamic human information, the purpose of
human-machine interaction could be achieved according to the information.



Research Approach and Innovation

The proposed system is schematized in Fig. 1. For the face detection and
preprocess are in the left to the dotted line. After preprocessing procedure, right to the
dotted line is model training and classification phases.
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Fig. 5. Flow chart of age-group classification system.

The proposed system is schematized in Fig. 1. For the face detection and
preprocess are in the left to the dotted line. After preprocessing procedure, right to the
dotted line is model training and classification phases.

In training stage, all training data is firstly separated to two categories which are
female and male. Given the ground truth age, we manually classify the training data
into seven classes which are 0-9, 10-19, 20-29, 30-39, 40-49, 50-59, and over 60 years
old. Then, data is preprocessed and classified using support vector machines to build
models. The system would produce two training models in the same time since we
have two kernel functions: Linear and RBF.

After offline building training models, sequences of images are predicted and
age-group results are acquired according to the two training models. When input a
new face image, the system generates two possible results. By applying F-measure
based weighting policy, the most possible answer is obtained to be the final classified
age-group.

Confusion Matrices

Research of machine learning often uses confusion matrix to visualize the
experimental results. We may obtain some useful information from the confusion
matrix. There are four special terms explained as follows,

1) Accuracy: The sum of true positive values divided by the sum of total sample



counts. This is the most common representation of a learning machine’s performance.
Nevertheless, it is also easy to cover up the drawbacks of each class result solely.
Therefore, we need other standard for further judgments.

2) Recall: Recall means how many samples are correctly detected. It is calculated
using the following equation,

_ true positives
(true positives + false negatives)

1)

3) Precision: Precision represents the proportion of correct classifications versus
samples recognized to be correct. Equation is written as,

_ true positives
(true positives + false positives)

2)

4) F-measure: It is an evaluation standard considering both recall and precision
since sometimes these two values may have contradiction so either of them should not
represent the true detection results. The F-measure definition is written as follows,

(8%+1]PR

Fo=v o >0 3
sl 3)

where [ is a non-negative real value. Ff is used to balance precision and recall so it
could be seen as more fair information especially in critical conditions. When § = 1,
Equation 3 is equivalent to the harmonic mean of P and R as shown in the following.
-2
This is called F1 or F1 score which averagely weighted the two mathematical
values. It is a value between 0 and 1. If F1 is higher, that means the experimental
method is more reliable.

Research Results

We collect two well-known databases, which are FG-NET and MORPH databases.

Fig. 6. Sample images of FG-NET and MORPH databases.



Table 4. The number of images used in the experiment.

Experiment co| c1| c2| c3| ca| c5| c6 | Total
Database
Train | 87 | 96 | 97 | 98 | 103| 65 | 45 | 591
Female
Test 28 | 20 | 32 | 36 | 34 | 14 | 13 | 186
Viale Train | 144 | 114| 111| 104| 111| 97 | 49 | 730
Test 39 | 32| 33| 33| 3 | 20| 14 | 205

@ Seven age-group classification:

43! $5 7 3 4B Lk - shows the number of images used in the experiment. CO
to C6 represent the seven age groups from youth to elder. The training and testing
images are randomly chosen from two databases without overlapping.

The classification results of female and male are shown in Table 2 and Table 3,
respectively. The most left column represents ground truth age-group and the second
row from top means the detected age-group. We consider two sets, Set-1 and Set-2. In
Table 2, set-1 labeled with red color implies exactly correct classification and the
average recognition rates of Set-1 reach 82.95%. For male result in Table 3, the
recognition rate of Set-1 labeled with blue color achieves to 78.49%. In Fig. 5-4,
detailed classification results are plotted. If red and blue dots are not on the black line,
they are wrong classification samples.

Table 5. Confusion matrix of 7-class female age-group classification result.

Female 0-9 10-19 20-29 30-39 40-49 50-59 60up
Co Cl C2 C3 C4 C5 C6
C0 21 7 0 0 0 0 0
Cl 5 23 1 0 0 0 0
C2 0 2 21 4 4 1 0
C3 0 0 1 35 0 0 0
C4 0 0 1 1 32 0 0
C5 0 0 0 2 3 9 0
C6 0 0 0 0 0 0 13




Table 6. Confusion matrix of 7-class male age-group classification result.

Cc6 T T

Male 0-9 10-19 20-29 30-39 40-49 50-59 60up

0 1 2 3 4 5 6
0 34 4 1 0 0 0 0
1 4 24 3 1 0 0 0
2 0 9 17 7 0 0 0
3 0 0 3 25 4 1 0
4 0 0 0 1 32 1 0
5 0 0 0 1 2 17 0
6 0 0 0 0 0 3 11
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Fig. 7. Seven age-groups test samples classification results.
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If we take one group of difference into consideration, then it forms Set-2 of the
exact classified age-group plus the neighbored age-groups. For female, the red label
plus skin color label are Set-2 range. For male, the blue label plus skin color label are
Set-2 range. The recognition rates of Set-2 increase to 95.7% for female and 98.05%

for male.

Industrial Applications and Its Impact

In our experiments, we design a graphical user interface that allow user to interact
with robot or computer in real-time. In $E£3R! FRAZF|ZEEAHIE o , we invited a male

student whose actual age is 23 years old for testing. The result is correctly classified

to the “20-29” age-group and a comment “You look young” was also shown on the

user interface.
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Fig. 8. A screen shot after clicking “Take picture” button. The result is 20-29 group shown on the user

interface. A sequence of five continuous frames is listed in a row.

Our proposed system is designed to help improve functions on service robots with
safety and health care in mind. In the case of selling cigarettes, robot has the ability

to recognize minors and refuse their purchasing.



